
EECS 230 Deep Learning
Lecture 12: Transformer and LLM

Credit to Daniel Jurafsky for figures of network architectures



Recap: RNN with Attention

qEach output in decoder accesses all the hidden states from 
the encoder, not just the last state

qEach output attends to all input



Transformer: The intuition

qContext matters for natural language understanding
qFor example:

qThe chicken crossed the road because it wanted to get to the other 
side

qI walked along the pond, and noticed that one of the trees along 
the bank had fallen into the water after the storm.



Attention weights between words

qExample: English to French translation
qInput: “The agreement on the 
European Economic Area was
signed in August 1992.”
qOutput: “L’accord sur la zone
économique européenne
a été signé en août 1992.”



Casual or backward-looking self-attention

qAttends to all the inputs up to, and including, the current 
one



Self-attention

qVersion 1:



Query, Key, and Value

qQuery: the current focus of attention when being compared 
to all of the other preceding inputs.

qKey: a preceding input being compared to the current focus
qValue: used to compute the output for the current focus

qVersion 2:



Self-attention

qFinal Version



Attention Operation



Multi-head attention



Multi-head attention



Self attention v.s. Cross attention

qSelf Attention 
qKey, Value, and Query from the same set of tokens

qCross Attention
qKey, and Value from one set of tokens
qQuery from another set of tokens
qE.g. words in one language pay attention to words in another.



From Attention to Transformer Block

qA transformer block has
qSelf Attention: information exchange between tokens
qFeed forward network: Information transform within tokens

qE.g. a multi-layer perceptron with 1 hidden layer
qNormalization (Layer normalization)
qResidual connection



Embedding for token and position



Language Model Head



Transformer-based Large Language Model











Vision Transformer (ViT) vsResNets

BiT = ResNet152x4

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

ResNet-152x4

B = Base
L = Large
H=Huge

/32, /16, /14 is patch 
size; smaller patch 
size is abigger model 
(more patches)



Vision Transformer (ViT) vsResNets

BiT = ResNet152x4

Recall: ImageNet 
dataset has 1k 
categories, 1.2M 
images

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

When trained on 
ImageNet, ViT 
models perform 
worse than ResNets

ResNets

B = Base
L = Large
H=Huge

/32, /16, /14 is patch 
size; smaller patch 
size is abigger model 
(more patches)



Vision Transformer (ViT) vsResNets

ImageNet-21k has 
14M images with 21k 
categories

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

If you pretrain on 
ImageNet-21k and 
fine-tune on 
ImageNet, ViT does 
better: big ViTsmatch 
big ResNets

ResNets

B = Base
L = Large
H=Huge

/32, /16, /14 is patch 
size; smaller patch 
size is abigger model 
(more patches)



Vision Transformer (ViT) vsResNets

ResNets

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

JFT-300M is an 
internal Google 
dataset with 300M 
labeled images

If you pretrain on 
JFTand finetune on 
ImageNet, large 
ViTsoutperform 
large ResNets

B = Base
L = Large
H=Huge

/32, /16, /14 is patch 
size; smaller patch 
size is abigger model 
(more patches)



Vision Transformer (ViT) vsResNets

ResNets

JFT-300M is an 
internal Google 
dataset with 300M 
labeled images

If you pretrain on 
JFTand finetune on 
ImageNet, large 
ViTsoutperform 
large ResNets

ViT: 2.5k TPU-v3 core 
daysof training

Dosovitskiy et al, “An Image is Worth 16x16 Words: Transformers for Image Recognition at Scale”, ICLR 2021

Justin Johnson

ResNet: 9.9k TPU-v3 
core daysof training

ViTsmake more 
efficient use of GPU
/ TPUhardware 
(matrix multiply is 
more hardware-
friendly than conv)


