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Shallow Neural Network



From last lecture: 1D Linear regression

qModel:

qParameters
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From last lecture: Linear Classification

qFor example: fish classification - salmon or sea bass?
qextract two features, fish length and fish brightness

qyi is the output (label or target) for example xi
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Linear Classification (perceptron)
qFor two class problem and 2-dimensional data (feature vectors)
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Neural Unit

• Take weighted sum of inputs, plus a bias

• Instead of just using z, we'll apply a nonlinear 
activation function f:

2 CHAPTER 7 • NEURAL NETWORKS AND NEURAL LANGUAGE MODELS

7.1 Units

The building block of a neural network is a single computational unit. A unit takes
a set of real valued numbers as input, performs some computation on them, and
produces an output.

At its heart, a neural unit is taking a weighted sum of its inputs, with one addi-
tional term in the sum called a bias term. Given a set of inputs x1...xn, a unit hasbias term
a set of corresponding weights w1...wn and a bias b, so the weighted sum z can be
represented as:

z = b+
X

i

wixi (7.1)

Often it’s more convenient to express this weighted sum using vector notation; recall
from linear algebra that a vector is, at heart, just a list or array of numbers. Thusvector
we’ll talk about z in terms of a weight vector w, a scalar bias b, and an input vector
x, and we’ll replace the sum with the convenient dot product:

z = w · x+b (7.2)

As defined in Eq. 7.2, z is just a real valued number.
Finally, instead of using z, a linear function of x, as the output, neural units

apply a non-linear function f to z. We will refer to the output of this function as
the activation value for the unit, a. Since we are just modeling a single unit, theactivation
activation for the node is in fact the final output of the network, which we’ll generally
call y. So the value y is defined as:

y = a = f (z)

We’ll discuss three popular non-linear functions f () below (the sigmoid, the tanh,
and the rectified linear ReLU) but it’s pedagogically convenient to start with the
sigmoid function since we saw it in Chapter 5:sigmoid

y = s(z) =
1

1+ e�z (7.3)

The sigmoid (shown in Fig. 7.1) has a number of advantages; it maps the output
into the range [0,1], which is useful in squashing outliers toward 0 or 1. And it’s
differentiable, which as we saw in Section ?? will be handy for learning.

Figure 7.1 The sigmoid function takes a real value and maps it to the range [0,1]. It is
nearly linear around 0 but outlier values get squashed toward 0 or 1.
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Non-linear Activation Function

Sigmoid
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Final function the unit is computing
7.1 • UNITS 3

Substituting Eq. 7.2 into Eq. 7.3 gives us the output of a neural unit:

y = s(w · x+b) =
1

1+ exp(�(w · x+b))
(7.4)

Fig. 7.2 shows a final schematic of a basic neural unit. In this example the unit
takes 3 input values x1,x2, and x3, and computes a weighted sum, multiplying each
value by a weight (w1, w2, and w3, respectively), adds them to a bias term b, and then
passes the resulting sum through a sigmoid function to result in a number between 0
and 1.

x1 x2 x3

y

w1 w2 w3

∑

b

σ

+1

z

a

Figure 7.2 A neural unit, taking 3 inputs x1, x2, and x3 (and a bias b that we represent as a
weight for an input clamped at +1) and producing an output y. We include some convenient
intermediate variables: the output of the summation, z, and the output of the sigmoid, a. In
this case the output of the unit y is the same as a, but in deeper networks we’ll reserve y to
mean the final output of the entire network, leaving a as the activation of an individual node.

Let’s walk through an example just to get an intuition. Let’s suppose we have a
unit with the following weight vector and bias:

w = [0.2,0.3,0.9]
b = 0.5

What would this unit do with the following input vector:

x = [0.5,0.6,0.1]

The resulting output y would be:

y = s(w · x+b) =
1

1+ e�(w·x+b) =
1

1+ e�(.5⇤.2+.6⇤.3+.1⇤.9+.5) =
1

1+ e�0.87 = .70

In practice, the sigmoid is not commonly used as an activation function. A function
that is very similar but almost always better is the tanh function shown in Fig. 7.3a;tanh
tanh is a variant of the sigmoid that ranges from -1 to +1:

y =
ez � e�z

ez + e�z (7.5)

The simplest activation function, and perhaps the most commonly used, is the rec-
tified linear unit, also called the ReLU, shown in Fig. 7.3b. It’s just the same as xReLU
when x is positive, and 0 otherwise:

y = max(x,0) (7.6)



Neural Unit
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An example

Suppose a unit has:
w = [0.2,0.3,0.9] 

b = 0.5 

What happens with input x:
x = [0.5,0.6,0.1] 

7.1 • UNITS 3
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Substituting Eq. 7.2 into Eq. 7.3 gives us the output of a neural unit:

y = s(w · x+b) =
1

1+ exp(�(w · x+b))
(7.4)

Fig. 7.2 shows a final schematic of a basic neural unit. In this example the unit
takes 3 input values x1,x2, and x3, and computes a weighted sum, multiplying each
value by a weight (w1, w2, and w3, respectively), adds them to a bias term b, and then
passes the resulting sum through a sigmoid function to result in a number between 0
and 1.
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Let’s walk through an example just to get an intuition. Let’s suppose we have a
unit with the following weight vector and bias:

w = [0.2,0.3,0.9]
b = 0.5

What would this unit do with the following input vector:
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In practice, the sigmoid is not commonly used as an activation function. A function
that is very similar but almost always better is the tanh function shown in Fig. 7.3a;tanh
tanh is a variant of the sigmoid that ranges from -1 to +1:

y =
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The simplest activation function, and perhaps the most commonly used, is the rec-
tified linear unit, also called the ReLU, shown in Fig. 7.3b. It’s just the same as zReLU
when z is positive, and 0 otherwise:

y = max(z,0) (7.6)

Most Common:



Perceptron

• A very simple neural unit 
• Binary output  (0 or 1)
• No non-linear activation function

7.2 • THE XOR PROBLEM 5

output y of a perceptron is 0 or 1, and is computed as follows (using the same weight
w, input x, and bias b as in Eq. 7.2):

y =
⇢

0, if w · x+b  0
1, if w · x+b > 0 (7.7)

It’s very easy to build a perceptron that can compute the logical AND and OR
functions of its binary inputs; Fig. 7.4 shows the necessary weights.
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Figure 7.4 The weights w and bias b for perceptrons for computing logical functions. The
inputs are shown as x1 and x2 and the bias as a special node with value +1 which is multiplied
with the bias weight b. (a) logical AND, showing weights w1 = 1 and w2 = 1 and bias weight
b = �1. (b) logical OR, showing weights w1 = 1 and w2 = 1 and bias weight b = 0. These
weights/biases are just one from an infinite number of possible sets of weights and biases that
would implement the functions.

It turns out, however, that it’s not possible to build a perceptron to compute
logical XOR! (It’s worth spending a moment to give it a try!)

The intuition behind this important result relies on understanding that a percep-
tron is a linear classifier. For a two-dimensional input x1 and x2, the perception
equation, w1x1 +w2x2 +b = 0 is the equation of a line. (We can see this by putting
it in the standard linear format: x2 = (�w1/w2)x1 +(�b/w2).) This line acts as a
decision boundary in two-dimensional space in which the output 0 is assigned to alldecision

boundary
inputs lying on one side of the line, and the output 1 to all input points lying on the
other side of the line. If we had more than 2 inputs, the decision boundary becomes
a hyperplane instead of a line, but the idea is the same, separating the space into two
categories.

Fig. 7.5 shows the possible logical inputs (00, 01, 10, and 11) and the line drawn
by one possible set of parameters for an AND and an OR classifier. Notice that there
is simply no way to draw a line that separates the positive cases of XOR (01 and 10)
from the negative cases (00 and 11). We say that XOR is not a linearly separablelinearly

separable
function. Of course we could draw a boundary with a curve, or some other function,
but not a single line.

7.2.1 The solution: neural networks
While the XOR function cannot be calculated by a single perceptron, it can be cal-
culated by a layered network of units. Let’s see an example of how to do this from
Goodfellow et al. (2016) that computes XOR using two layers of ReLU-based units.
Fig. 7.6 shows a figure with the input being processed by two layers of neural units.
The middle layer (called h) has two units, and the output layer (called y) has one
unit. A set of weights and biases are shown for each ReLU that correctly computes
the XOR function.

Let’s walk through what happens with the input x = [0 0]. If we multiply each
input value by the appropriate weight, sum, and then add the bias b, we get the



Perceptron from the 50’s and 60’s

https://www.youtube.com/watch?v=cNxadbrN_aI&t=71s

https://www.youtube.com/watch?v=cNxadbrN_aI&t=71s


The XOR problem

qCan perceptron compute simple functions of input?

Minsky and Papert (1969)
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Figure 7.3 The tanh and ReLU activation functions.

These activation functions have different properties that make them useful for
different language applications or network architectures. For example, the tanh func-
tion has the nice properties of being smoothly differentiable and mapping outlier
values toward the mean. The rectifier function, on the other hand has nice properties
that result from it being very close to linear. In the sigmoid or tanh functions, very
high values of z result in values of y that are saturated, i.e., extremely close to 1,saturated
and have derivatives very close to 0. Zero derivatives cause problems for learning,
because as we’ll see in Section 7.4, we’ll train networks by propagating an error
signal backwards, multiplying gradients (partial derivatives) from each layer of the
network; gradients that are almost 0 cause the error signal to get smaller and smaller
until it is too small to be used for training, a problem called the vanishing gradientvanishing

gradient
problem. Rectifiers don’t have this problem, since the derivative of ReLU for high
values of z is 1 rather than very close to 0.

7.2 The XOR problem

Early in the history of neural networks it was realized that the power of neural net-
works, as with the real neurons that inspired them, comes from combining these
units into larger networks.

One of the most clever demonstrations of the need for multi-layer networks was
the proof by Minsky and Papert (1969) that a single neural unit cannot compute
some very simple functions of its input. Consider the task of computing elementary
logical functions of two inputs, like AND, OR, and XOR. As a reminder, here are
the truth tables for those functions:

AND OR XOR

x1 x2 y x1 x2 y x1 x2 y

0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 1 1
1 0 0 1 0 1 1 0 1
1 1 1 1 1 1 1 1 0

This example was first shown for the perceptron, which is a very simple neuralperceptron

unit that has a binary output and does not have a non-linear activation function. The



Easy to build AND or OR with perceptron
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output y of a perceptron is 0 or 1, and is computed as follows (using the same weight
w, input x, and bias b as in Eq. 7.2):

y =
⇢

0, if w · x+b  0
1, if w · x+b > 0 (7.7)

It’s very easy to build a perceptron that can compute the logical AND and OR
functions of its binary inputs; Fig. 7.4 shows the necessary weights.
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b = �1. (b) logical OR, showing weights w1 = 1 and w2 = 1 and bias weight b = 0. These
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It turns out, however, that it’s not possible to build a perceptron to compute
logical XOR! (It’s worth spending a moment to give it a try!)

The intuition behind this important result relies on understanding that a percep-
tron is a linear classifier. For a two-dimensional input x1 and x2, the perception
equation, w1x1 +w2x2 +b = 0 is the equation of a line. (We can see this by putting
it in the standard linear format: x2 = (�w1/w2)x1 +(�b/w2).) This line acts as a
decision boundary in two-dimensional space in which the output 0 is assigned to alldecision
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inputs lying on one side of the line, and the output 1 to all input points lying on the
other side of the line. If we had more than 2 inputs, the decision boundary becomes
a hyperplane instead of a line, but the idea is the same, separating the space into two
categories.

Fig. 7.5 shows the possible logical inputs (00, 01, 10, and 11) and the line drawn
by one possible set of parameters for an AND and an OR classifier. Notice that there
is simply no way to draw a line that separates the positive cases of XOR (01 and 10)
from the negative cases (00 and 11). We say that XOR is not a linearly separablelinearly

separable
function. Of course we could draw a boundary with a curve, or some other function,
but not a single line.

7.2.1 The solution: neural networks
While the XOR function cannot be calculated by a single perceptron, it can be cal-
culated by a layered network of units. Let’s see an example of how to do this from
Goodfellow et al. (2016) that computes XOR using two layers of ReLU-based units.
Fig. 7.6 shows a figure with the input being processed by two layers of neural units.
The middle layer (called h) has two units, and the output layer (called y) has one
unit. A set of weights and biases are shown for each ReLU that correctly computes
the XOR function.

Let’s walk through what happens with the input x = [0 0]. If we multiply each
input value by the appropriate weight, sum, and then add the bias b, we get the
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It turns out, however, that it’s not possible to build a perceptron to compute
logical XOR! (It’s worth spending a moment to give it a try!)

The intuition behind this important result relies on understanding that a percep-
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other side of the line. If we had more than 2 inputs, the decision boundary becomes
a hyperplane instead of a line, but the idea is the same, separating the space into two
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Fig. 7.5 shows the possible logical inputs (00, 01, 10, and 11) and the line drawn
by one possible set of parameters for an AND and an OR classifier. Notice that there
is simply no way to draw a line that separates the positive cases of XOR (01 and 10)
from the negative cases (00 and 11). We say that XOR is not a linearly separablelinearly
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function. Of course we could draw a boundary with a curve, or some other function,
but not a single line.

7.2.1 The solution: neural networks
While the XOR function cannot be calculated by a single perceptron, it can be cal-
culated by a layered network of units. Let’s see an example of how to do this from
Goodfellow et al. (2016) that computes XOR using two layers of ReLU-based units.
Fig. 7.6 shows a figure with the input being processed by two layers of neural units.
The middle layer (called h) has two units, and the output layer (called y) has one
unit. A set of weights and biases are shown for each ReLU that correctly computes
the XOR function.

Let’s walk through what happens with the input x = [0 0]. If we multiply each
input value by the appropriate weight, sum, and then add the bias b, we get the
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Figure 7.3 The tanh and ReLU activation functions.

These activation functions have different properties that make them useful for
different language applications or network architectures. For example, the tanh func-
tion has the nice properties of being smoothly differentiable and mapping outlier
values toward the mean. The rectifier function, on the other hand has nice properties
that result from it being very close to linear. In the sigmoid or tanh functions, very
high values of z result in values of y that are saturated, i.e., extremely close to 1,saturated
and have derivatives very close to 0. Zero derivatives cause problems for learning,
because as we’ll see in Section 7.4, we’ll train networks by propagating an error
signal backwards, multiplying gradients (partial derivatives) from each layer of the
network; gradients that are almost 0 cause the error signal to get smaller and smaller
until it is too small to be used for training, a problem called the vanishing gradientvanishing

gradient
problem. Rectifiers don’t have this problem, since the derivative of ReLU for high
values of z is 1 rather than very close to 0.

7.2 The XOR problem

Early in the history of neural networks it was realized that the power of neural net-
works, as with the real neurons that inspired them, comes from combining these
units into larger networks.

One of the most clever demonstrations of the need for multi-layer networks was
the proof by Minsky and Papert (1969) that a single neural unit cannot compute
some very simple functions of its input. Consider the task of computing elementary
logical functions of two inputs, like AND, OR, and XOR. As a reminder, here are
the truth tables for those functions:

AND OR XOR

x1 x2 y x1 x2 y x1 x2 y

0 0 0 0 0 0 0 0 0
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1 1 1 1 1 1 1 1 0

This example was first shown for the perceptron, which is a very simple neuralperceptron

unit that has a binary output and does not have a non-linear activation function. The
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output y of a perceptron is 0 or 1, and is computed as follows (using the same weight
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equation, w1x1 +w2x2 +b = 0 is the equation of a line. (We can see this by putting
it in the standard linear format: x2 = (�w1/w2)x1 +(�b/w2).) This line acts as a
decision boundary in two-dimensional space in which the output 0 is assigned to alldecision

boundary
inputs lying on one side of the line, and the output 1 to all input points lying on the
other side of the line. If we had more than 2 inputs, the decision boundary becomes
a hyperplane instead of a line, but the idea is the same, separating the space into two
categories.

Fig. 7.5 shows the possible logical inputs (00, 01, 10, and 11) and the line drawn
by one possible set of parameters for an AND and an OR classifier. Notice that there
is simply no way to draw a line that separates the positive cases of XOR (01 and 10)
from the negative cases (00 and 11). We say that XOR is not a linearly separablelinearly

separable
function. Of course we could draw a boundary with a curve, or some other function,
but not a single line.

7.2.1 The solution: neural networks
While the XOR function cannot be calculated by a single perceptron, it can be cal-
culated by a layered network of units. Let’s see an example of how to do this from
Goodfellow et al. (2016) that computes XOR using two layers of ReLU-based units.
Fig. 7.6 shows a figure with the input being processed by two layers of neural units.
The middle layer (called h) has two units, and the output layer (called y) has one
unit. A set of weights and biases are shown for each ReLU that correctly computes
the XOR function.

Let’s walk through what happens with the input x = [0 0]. If we multiply each
input value by the appropriate weight, sum, and then add the bias b, we get the



Is it possible to capture XOR with perceptrons?

qPause the lecture and try for yourself!
qNo!
qWhy? Perceptrons are linear classifiers
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?

XOR is not a linearly separable function!



Solution to the XOR problem

qXOR can't be calculated by a single perceptron
qXOR can be calculated by a layered network of units. 
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(a) (b)
Figure 7.3 The tanh and ReLU activation functions.

These activation functions have different properties that make them useful for
different language applications or network architectures. For example, the tanh func-
tion has the nice properties of being smoothly differentiable and mapping outlier
values toward the mean. The rectifier function, on the other hand has nice properties
that result from it being very close to linear. In the sigmoid or tanh functions, very
high values of z result in values of y that are saturated, i.e., extremely close to 1,saturated
and have derivatives very close to 0. Zero derivatives cause problems for learning,
because as we’ll see in Section 7.4, we’ll train networks by propagating an error
signal backwards, multiplying gradients (partial derivatives) from each layer of the
network; gradients that are almost 0 cause the error signal to get smaller and smaller
until it is too small to be used for training, a problem called the vanishing gradientvanishing

gradient
problem. Rectifiers don’t have this problem, since the derivative of ReLU for high
values of z is 1 rather than very close to 0.

7.2 The XOR problem

Early in the history of neural networks it was realized that the power of neural net-
works, as with the real neurons that inspired them, comes from combining these
units into larger networks.

One of the most clever demonstrations of the need for multi-layer networks was
the proof by Minsky and Papert (1969) that a single neural unit cannot compute
some very simple functions of its input. Consider the task of computing elementary
logical functions of two inputs, like AND, OR, and XOR. As a reminder, here are
the truth tables for those functions:

AND OR XOR

x1 x2 y x1 x2 y x1 x2 y

0 0 0 0 0 0 0 0 0
0 1 0 0 1 1 0 1 1
1 0 0 1 0 1 1 0 1
1 1 1 1 1 1 1 1 0

This example was first shown for the perceptron, which is a very simple neuralperceptron

unit that has a binary output and does not have a non-linear activation function. The

ReLU

ReLU



The hidden representation h
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(With learning:  hidden layers will learn to form useful representations)



Shallow Neural Network with Hidden Units
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y = �0 + �1h1 + �2h2 + �3h3

Break down into two parts:

where:

Hidden units
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h1 = a[✓10 + ✓11x]

h2 = a[✓20 + ✓21x]

h3 = a[✓30 + ✓31x]
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y = �0 + �1a[✓10 + ✓11x] + �2a[✓20 + ✓21x] + �3a[✓30 + ✓31x].



Visualize shallow neural network

1. Compute the linear function



Visualize shallow neural network

2. Pass through Relu (create hidden units)
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h1 = a[✓10 + ✓11x]

h2 = a[✓20 + ✓21x]

h3 = a[✓30 + ✓31x],



Visualize shallow neural network

3. Weight the hidden units



Visualize shallow neural network

4. Sum the weighted hidden units <latexit sha1_base64="4mwMW+AxXHfhTyI/kaVAw9s5G24=">AAAWsniclZhbb9s2FIDV7tZ1t3TD8rIXYUGBYesMu+26vQxok6a3pIvTxEmaODUomZLZUJSiS2JX8D/Zr9nr9gf2b3YoyWZ1DvMwA4np833i5ZDUzUukyPJu999r1z/48KOPP7nx6c3PPv/iy69Wbn19kMVF6vOBH8s4PfJYxqVQfJCLXPKjJOUs8iQ/9M42ND+84GkmYrWfzxJ+GrFQiUD4LIfQaOXBzP3dHSYTMSq785/qQm8+0f+aX3f1r7uLX/f0r3vz0cpat9OtPi4t9JrCmtN8+qNb346H49gvIq5yX7IsO+l1k/y0ZGkufMnnN4dFxhPmn7GQn0BRsYhnp2U1wLl7GyJjN4hT+FO5W0XfP6JkUZbNIg/MiOWTDDMdtLGTIg9+Oy2FSoqcK79uKCikm8euzpY7Fin3czmDAvNTAX11/QlLmZ9DTm8OFb/04yhialwO1zd35+XQ46FQJT8vqvzO521ns3I4FK8y1p/vL2sROY/EO04qqRRdyRUCD+dlyTthBwPBAYgOJyBWPIM6dX68wO0hCutJAgbuxVPoXOC+mpOqVc5DyElLOyYaFBLJpy1rg1gwlVFL2QPFdW+7GvA8hVmArsIXR3OwlzA1XxyX82meRmWmY7iFlKmQV03AkH0m9YjahiqkhEP9lvUHtl4xddYkLk6qrqY6gqz9tO3kKc2LGredKoIsWIRh26oiyJKw+8csYpDlpjyCAUeujthVobAqyMLsp7HXbjvREbw2pwnsl7a3WZL0XzCUER2A3ae/BVM+b+sb8dJ2F8m5qHxd4FN3ApPVPoSlYT2sRSMwqiY2p2aVK2TSbEEojS/bpu6NReWJaA9QB/CmK1Khgve0O1UJlqwOD+/AUNNC8pOfO7/w6WnZ1dtG/yPZhIqyIrFVpMP/o6IxXG/w+oIInrxYosmDQDV5sYTzO5o6luKFrSPV3EFBKCZFPkPbX4SqfUwVwZ2NI9RXCOh64ZsJhSY5CNqyDmgZvuHKaVlAPhqkX4/Rl3FWpJyc/NB6hkil69NiKvTFqn1ClVponze4XB4FZbg4XPArDvdQRr06n15cqDFLUTKnekqnb4ZZDlvMtvurKa+LVivk51tNe9AvmJ3C9/n5aAvPR0gs6khUF9yqWOuSxLK0B3Utl+v7PSu33vxIlnZoce2mJPU2vbTbFveKHvDzbUtvt4lHLOpIVFfTQ+oRy9Ie1GXP47ZtFBbXbkpS7yKPVtviLk20/IP9Cc+Zvk2K5Vjf9sVyWIewmFMxt4pxxEMk1iEsRkXbgt9Y2RNw8WhbdQiL/Uy0NR3A0phLPIQ6hMV6C7fNJobVbYu6bVeZTCbIrENYfMoiPOo6hMWQiqFVPGNJgsQ6RPI4wXmc0DwmWEpsEp6RxDIjZEnZFlQ6iduSDmBpilqbWhqDHshYoQabIJYzuvIy68pTaBUruooHtoYHVzScM1ShDmBph+wxd7hj3WQeTjHcZtmSnAhkJTSBfez0qbO4+/OCktzJecHM0Bmll4ZeUnpo6CGlqaHkicALXhlKnk684MLQC0oPDD2gtDC0oHRg6IDSwNCA0ieGPqHUN9SndMPQDUpzQ8kdKVwRDN2ndGLohNIjQ48ofW3oa0qfGfqM0mNDjyl9Z+g7Sh8Z+ohSZiijdNPQTUq5oeTVgResG7pOqWcoefaDvWZon9LE0ITSx4Y+pnRsKHkqhuuZoeT2Bi6MhkpKnxv6nFJhKHl+84KXhr6kNDI0ovSFoS8ofWvoW0qfGvqU0tBQ8m4A7k4M3aPUvAUqM0p3Dd2l9NzQc/t7Ab6cRs+2MHdMBTuUxobGlG4ZSp4U4FbC0DNyPxmo5qy2eNtEzmuBWnILazK+OJrkPFBLbmHN2WlxNDk/BWrJJ6TrmwfLFymQUjjTj1bWevgtLC0c3O30HnTu795fe7jevKG94XznfO/84PScX52HzjOn7wwc3/nT+cv52/ln9f7q8Spb9Wv1+rXmmG+c1mdV/ge0FuRK</latexit>

y = �0 + �1h1 + �2h2 + �3h3



Visualize shallow neural network

<latexit sha1_base64="cYzac95S8rmoV6yZxLSHjL3VtpU=">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</latexit>

y = �0 + �1a[✓10 + ✓11x] + �2a[✓20 + ✓21x] + �3a[✓30 + ✓31x].

Example shallow network = piecewise linear functions
1 “joint” per ReLU function



Depicting shallow neural networks

<latexit sha1_base64="4mwMW+AxXHfhTyI/kaVAw9s5G24=">AAAWsniclZhbb9s2FIDV7tZ1t3TD8rIXYUGBYesMu+26vQxok6a3pIvTxEmaODUomZLZUJSiS2JX8D/Zr9nr9gf2b3YoyWZ1DvMwA4np833i5ZDUzUukyPJu999r1z/48KOPP7nx6c3PPv/iy69Wbn19kMVF6vOBH8s4PfJYxqVQfJCLXPKjJOUs8iQ/9M42ND+84GkmYrWfzxJ+GrFQiUD4LIfQaOXBzP3dHSYTMSq785/qQm8+0f+aX3f1r7uLX/f0r3vz0cpat9OtPi4t9JrCmtN8+qNb346H49gvIq5yX7IsO+l1k/y0ZGkufMnnN4dFxhPmn7GQn0BRsYhnp2U1wLl7GyJjN4hT+FO5W0XfP6JkUZbNIg/MiOWTDDMdtLGTIg9+Oy2FSoqcK79uKCikm8euzpY7Fin3czmDAvNTAX11/QlLmZ9DTm8OFb/04yhialwO1zd35+XQ46FQJT8vqvzO521ns3I4FK8y1p/vL2sROY/EO04qqRRdyRUCD+dlyTthBwPBAYgOJyBWPIM6dX68wO0hCutJAgbuxVPoXOC+mpOqVc5DyElLOyYaFBLJpy1rg1gwlVFL2QPFdW+7GvA8hVmArsIXR3OwlzA1XxyX82meRmWmY7iFlKmQV03AkH0m9YjahiqkhEP9lvUHtl4xddYkLk6qrqY6gqz9tO3kKc2LGredKoIsWIRh26oiyJKw+8csYpDlpjyCAUeujthVobAqyMLsp7HXbjvREbw2pwnsl7a3WZL0XzCUER2A3ae/BVM+b+sb8dJ2F8m5qHxd4FN3ApPVPoSlYT2sRSMwqiY2p2aVK2TSbEEojS/bpu6NReWJaA9QB/CmK1Khgve0O1UJlqwOD+/AUNNC8pOfO7/w6WnZ1dtG/yPZhIqyIrFVpMP/o6IxXG/w+oIInrxYosmDQDV5sYTzO5o6luKFrSPV3EFBKCZFPkPbX4SqfUwVwZ2NI9RXCOh64ZsJhSY5CNqyDmgZvuHKaVlAPhqkX4/Rl3FWpJyc/NB6hkil69NiKvTFqn1ClVponze4XB4FZbg4XPArDvdQRr06n15cqDFLUTKnekqnb4ZZDlvMtvurKa+LVivk51tNe9AvmJ3C9/n5aAvPR0gs6khUF9yqWOuSxLK0B3Utl+v7PSu33vxIlnZoce2mJPU2vbTbFveKHvDzbUtvt4lHLOpIVFfTQ+oRy9Ie1GXP47ZtFBbXbkpS7yKPVtviLk20/IP9Cc+Zvk2K5Vjf9sVyWIewmFMxt4pxxEMk1iEsRkXbgt9Y2RNw8WhbdQiL/Uy0NR3A0phLPIQ6hMV6C7fNJobVbYu6bVeZTCbIrENYfMoiPOo6hMWQiqFVPGNJgsQ6RPI4wXmc0DwmWEpsEp6RxDIjZEnZFlQ6iduSDmBpilqbWhqDHshYoQabIJYzuvIy68pTaBUruooHtoYHVzScM1ShDmBph+wxd7hj3WQeTjHcZtmSnAhkJTSBfez0qbO4+/OCktzJecHM0Bmll4ZeUnpo6CGlqaHkicALXhlKnk684MLQC0oPDD2gtDC0oHRg6IDSwNCA0ieGPqHUN9SndMPQDUpzQ8kdKVwRDN2ndGLohNIjQ48ofW3oa0qfGfqM0mNDjyl9Z+g7Sh8Z+ohSZiijdNPQTUq5oeTVgResG7pOqWcoefaDvWZon9LE0ITSx4Y+pnRsKHkqhuuZoeT2Bi6MhkpKnxv6nFJhKHl+84KXhr6kNDI0ovSFoS8ofWvoW0qfGvqU0tBQ8m4A7k4M3aPUvAUqM0p3Dd2l9NzQc/t7Ab6cRs+2MHdMBTuUxobGlG4ZSp4U4FbC0DNyPxmo5qy2eNtEzmuBWnILazK+OJrkPFBLbmHN2WlxNDk/BWrJJ6TrmwfLFymQUjjTj1bWevgtLC0c3O30HnTu795fe7jevKG94XznfO/84PScX52HzjOn7wwc3/nT+cv52/ln9f7q8Spb9Wv1+rXmmG+c1mdV/ge0FuRK</latexit>

y = �0 + �1h1 + �2h2 + �3h3

<latexit sha1_base64="OexYJKlfph/YpHs7sx68KlEAH9c=">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</latexit>

h1 = a[✓10 + ✓11x]

h2 = a[✓20 + ✓21x]

h3 = a[✓30 + ✓31x]

Each parameter multiplies its source and adds to its target



With enough hidden units

q… we can describe any 1D function to arbitrary accuracy



Universal approximation theorem

“a formal proof that, with enough hidden units, a shallow 
neural network can describe any continuous function on a 

compact subset of        to arbitrary precision”
<latexit sha1_base64="K4U1ZHkglIR02KHQbhLTcSGE2II=">AAAWiHiclZhbb9s2FIDVXbvs1m5YXvYiLCgwDJ3hDN26vbVJ01vSxbk4SRsnASVTMhuKUiQqcSr4f+x1+1f7NzuUZLM6h3mYgdTs+T7xckhKtIJMikL3+//e+uDDjz7+5NPbny19/sWXX3195+43B0Va5iEfhqlM86OAFVwKxYdaaMmPspyzJJD8MDhfN/zwkueFSNW+vs74ScJiJSIRMg2h01HC9CQIqt3ZafVkdnZnpd/r1x+fFlbbworXfgZnd78bj8ZpWCZc6VCyojhe7Wf6pGK5FqHks6VRWfCMhecs5sdQVCzhxUlVd3vm34PI2I/SHP6U9uvo+1dULCmK6yQA03SzwMwEXey41NHvJ5VQWam5CpuGolL6OvVNDvyxyHmo5TUUWJgL6KsfTljOQg2ZWhopfhWmScLUuBqtbezMqlHAY6EqflHWWZvNus5G7XAo3mSsvdhf1CI0T8Q7TiqpFVPJDQKPZ1XFe3EPA8EBiB4nIFW8gDrrKY78VURhlUjAwIN0Cp2L/N0ZqVppHkNOOtobokEhk3zasdaJBVOZdJQ9UHz/nm8A1znMAnQVvjiag72Mqdn8Os2nOk+qwsRwCzlTMa+bgCGHTJoRdQ1VSgmXhh3rT2ztMnXeJi7N6q7mJoKs/bzr6JzmRY27Th1BFizCuGvVEWRJ2NNjljDIcls+gwEnvom4VaGwKsjCHORp0G07MxG8NqcZ7Jeut1GR9F8ylBETgN1nvgVTIe/q6+nC9ufJuax9U+BTfwKT1b2E5XEzrHkjMKo2NqNmnStk0mxBKE+vuqbpjUPlmegO0ATwpitzoaL3tPt1CZasCY/uw1DzUvLjn3u/8ulJ1TfbxvxDsgkVFWXmqsiE/0dFY3iK4PUFETx5qUSTB4F68lIJ93c0dSzHC9tE6rmDglBMCn2Ntr+IVfeaOoI7myaorxAw9cI3EwpNchR1ZRMwMnzD89CxgEI0yLAZYyjTosw5ufmh9QyRWje3xVyYh1X3hiqN0L1vcLm4CsrwcLjkN1weoIwGTT6DtFRjlqNkTs2UTk9HhYYt5tr99ZQ3RacV84vNtj3oF8xOGYb84mwTz0dMLOpIVBccQJx1SWI52oO6Fsv1/Z5Vm6c/kaUdO1y3KUm9bS/dtsO9oQf8YsvR2y3iEYs6EtXV9pB6xHK0B3W587jlGoXDdZuS1DvPo9N2uAsTLf9of8I1M8ekVI7NsS+VoyaERU1F7RTThMdIbEJYTMquBf/Hyp6Ah0fXakJYHBSiq5kAlsZc4iE0ISw2W7hrtjGsbjnULbfKZDZBZhPC4jOW4FE3ISzGVIyd4jnLMiQ2IZLHCc7jhOYxw1LmkvCMZI4ZIUvKtaDySdqVTABLU9Ta1NEY9ECmCjXYBrFc0JVXOFeeQqtY0VU8dDU8vKFhzVCFJoClbbLH/NG2c5MFOMVwzHIlORPIymgCB9gZUGd++guiipzkguja0mtKryy9ovTQ0kNKc0vJL4Ig2rWU/DoJoktLLyk9sPSA0tLSktKhpUNKI0sjSp9a+pTS0NKQ0nVL1ynVlpITKTwRLN2ndGLphNIjS48ofW3pa0qfW/qc0jeWvqH0naXvKH1s6WNKmaWM0g1LNyjllpJXB0G0ZukapYGl5Lcf7DVLB5RmlmaUPrH0CaVjS8mvYnieWUqON/BgtFRS+sLSF5QKS8nvtyB6ZekrShNLE0pfWvqS0reWvqX0maXPKI0tJe8G4HRi6R6l9i1QVVC6Y+kOpReWXrjfC/DFNAauhbltK9imNLU0pXTTUvJLAY4Slp6T82Sk2rva/G0Tua9FasEdrM34/GqS80gtuIO1d6f51eT+FKkFn5CubxwsXqRASuFOf3ZnZRW/haWFg196q7/1Huw8WHm01r6hve197/3g/eiteg+9R95zb+ANvdDLvb+8v71/lpeW+8sPl/9o1A9utdd863U+y2v/ATPZ1Fc=</latexit>

RD



Universal approximation theorem

Cybenko, George. "Approximation by superpositions of a sigmoidal 
function." Mathematics of control, signals and systems 2.4 (1989): 303-314.

<latexit sha1_base64="K4U1ZHkglIR02KHQbhLTcSGE2II=">AAAWiHiclZhbb9s2FIDVXbvs1m5YXvYiLCgwDJ3hDN26vbVJ01vSxbk4SRsnASVTMhuKUiQqcSr4f+x1+1f7NzuUZLM6h3mYgdTs+T7xckhKtIJMikL3+//e+uDDjz7+5NPbny19/sWXX3195+43B0Va5iEfhqlM86OAFVwKxYdaaMmPspyzJJD8MDhfN/zwkueFSNW+vs74ScJiJSIRMg2h01HC9CQIqt3ZafVkdnZnpd/r1x+fFlbbworXfgZnd78bj8ZpWCZc6VCyojhe7Wf6pGK5FqHks6VRWfCMhecs5sdQVCzhxUlVd3vm34PI2I/SHP6U9uvo+1dULCmK6yQA03SzwMwEXey41NHvJ5VQWam5CpuGolL6OvVNDvyxyHmo5TUUWJgL6KsfTljOQg2ZWhopfhWmScLUuBqtbezMqlHAY6EqflHWWZvNus5G7XAo3mSsvdhf1CI0T8Q7TiqpFVPJDQKPZ1XFe3EPA8EBiB4nIFW8gDrrKY78VURhlUjAwIN0Cp2L/N0ZqVppHkNOOtobokEhk3zasdaJBVOZdJQ9UHz/nm8A1znMAnQVvjiag72Mqdn8Os2nOk+qwsRwCzlTMa+bgCGHTJoRdQ1VSgmXhh3rT2ztMnXeJi7N6q7mJoKs/bzr6JzmRY27Th1BFizCuGvVEWRJ2NNjljDIcls+gwEnvom4VaGwKsjCHORp0G07MxG8NqcZ7Jeut1GR9F8ylBETgN1nvgVTIe/q6+nC9ufJuax9U+BTfwKT1b2E5XEzrHkjMKo2NqNmnStk0mxBKE+vuqbpjUPlmegO0ATwpitzoaL3tPt1CZasCY/uw1DzUvLjn3u/8ulJ1TfbxvxDsgkVFWXmqsiE/0dFY3iK4PUFETx5qUSTB4F68lIJ93c0dSzHC9tE6rmDglBMCn2Ntr+IVfeaOoI7myaorxAw9cI3EwpNchR1ZRMwMnzD89CxgEI0yLAZYyjTosw5ufmh9QyRWje3xVyYh1X3hiqN0L1vcLm4CsrwcLjkN1weoIwGTT6DtFRjlqNkTs2UTk9HhYYt5tr99ZQ3RacV84vNtj3oF8xOGYb84mwTz0dMLOpIVBccQJx1SWI52oO6Fsv1/Z5Vm6c/kaUdO1y3KUm9bS/dtsO9oQf8YsvR2y3iEYs6EtXV9pB6xHK0B3W587jlGoXDdZuS1DvPo9N2uAsTLf9of8I1M8ekVI7NsS+VoyaERU1F7RTThMdIbEJYTMquBf/Hyp6Ah0fXakJYHBSiq5kAlsZc4iE0ISw2W7hrtjGsbjnULbfKZDZBZhPC4jOW4FE3ISzGVIyd4jnLMiQ2IZLHCc7jhOYxw1LmkvCMZI4ZIUvKtaDySdqVTABLU9Ta1NEY9ECmCjXYBrFc0JVXOFeeQqtY0VU8dDU8vKFhzVCFJoClbbLH/NG2c5MFOMVwzHIlORPIymgCB9gZUGd++guiipzkguja0mtKryy9ovTQ0kNKc0vJL4Ig2rWU/DoJoktLLyk9sPSA0tLSktKhpUNKI0sjSp9a+pTS0NKQ0nVL1ynVlpITKTwRLN2ndGLphNIjS48ofW3pa0qfW/qc0jeWvqH0naXvKH1s6WNKmaWM0g1LNyjllpJXB0G0ZukapYGl5Lcf7DVLB5RmlmaUPrH0CaVjS8mvYnieWUqON/BgtFRS+sLSF5QKS8nvtyB6ZekrShNLE0pfWvqS0reWvqX0maXPKI0tJe8G4HRi6R6l9i1QVVC6Y+kOpReWXrjfC/DFNAauhbltK9imNLU0pXTTUvJLAY4Slp6T82Sk2rva/G0Tua9FasEdrM34/GqS80gtuIO1d6f51eT+FKkFn5CubxwsXqRASuFOf3ZnZRW/haWFg196q7/1Huw8WHm01r6hve197/3g/eiteg+9R95zb+ANvdDLvb+8v71/lpeW+8sPl/9o1A9utdd863U+y2v/ATPZ1Fc=</latexit>

RD



Terminology

• Y-offsets = biases
• Slopes = weights
• Everything in one layer connected to everything in the next 

= fully connected network 
• No loops = feedforward network
• Values after ReLU (activation functions) = activations
• Values before ReLU = pre-activations
• One hidden layer = shallow neural network
• More than one hidden layer = deep neural network
• Number of hidden units ≈ capacity



Deep Neural Network



Shallow network

q1 input, 4 hidden units, 2 outputs

<latexit sha1_base64="R8vqOAXY+V+odbvKA1u5ta3TLRI=">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</latexit>

h1 = a[✓10 + ✓11x]

h2 = a[✓20 + ✓21x]

h3 = a[✓30 + ✓31x]

h4 = a[✓40 + ✓41x]



Network as composing function

<latexit sha1_base64="eo6xbZtUDEx9RMeyKb8msDGOEPA=">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</latexit>

h0
1 = a[ 10 +  11h1 +  12h2 +  13h3]

h0
2 = a[ 20 +  21h1 +  22h2 +  23h3]

h0
3 = a[ 30 +  31h1 +  32h2 +  33h3]

<latexit sha1_base64="R8vqOAXY+V+odbvKA1u5ta3TLRI=">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</latexit>

h1 = a[✓10 + ✓11x]

h2 = a[✓20 + ✓21x]

h3 = a[✓30 + ✓31x]

h4 = a[✓40 + ✓41x]



Example of Multi Layer Perceptron (MLP)
Bias 

vector

Weight 
matrix



Shallow vs deep networks

qThe best results are created by deep networks with many 
layers. 
q50-1000 layers for most applications
qBest results in 

qComputer vision
qNatural language processing
qGraph neural networks
qGenerative models
qReinforcement learning

qAbility to approximate different functions?
qBoth obey the universal approximation theorem.
qArgument:  One layer is enough, and for deep networks could 

arrange for the other layers to compute the identity function.

All use deep networks.  
But why?



Shallow vs deep networks

qNumber of linear regions per parameter
qDeep networks create many more regions per parameters

5 layers
10 hidden units per 

layer
471 parameters

161,501 linear regions

5 layers
50 hidden units per 

layer
10,801 parameters

>10!" linear regions



Shallow vs deep networks

qFitting and generalization



Implicit Neural Field
(An example of multi layer perceptron)



Neural network as function estimation

q… we can describe any 1D function to arbitrary accuracy



What are neural fields?

Magnetic Field

Φ : ℝ2 → ℝ2

(x,y)

Eulerian Flow Field of aFluid
[Koldora CC]

Neural Network (Φ)

Neural Network (Φ)

Φ : ℝ2 → ℝ2

(x,y)



What are neural fields?

Φ : ℝ2 → ℝ2

(x,y)

Neural Network (Φ)

Neural Network (Φ)

Φ : ℝ2 → ℝ2

(x,y)

GeospatialData
[Blumenstock et al. 2015]

SignedDistanceFunction (SDF)



Image as function



Neural fields

qNeRF (Neural Radiance Field) has revolutionalized
Computer Vision & Graphics in past 2 years!

Google maps immersive view



Representation for 3D deep learning

Voxel Points Meshes



Voxel representation

qMemory expensive, computationally expensive (N3)



Mesh representation

qFixed topology
qDiscrete vertices and connections



Point cloud representation

qDoes not define a surface
qNot suitable for visualization, texturing, etc.



Signed Distance Function (SDF)

qSDF(X) = 0, when X is on the surface.
qSDF(X) > 0, when X is outside the surface
qSDF(X) < 0, when X is inside the surface
qDeep SDF: Use a neural network (co-ordinate based MLP) to 

represent the SDF function.
Park, Jeong Joon, et al. "Deepsdf: Learning continuous signed distance 
functions for shape representation." CVPR. 2019.



Surface as decision boundary



Regression of continuous SDF

qMulti layer preception maps a point (X,Y,Z) to SDF value

MLP



SDF



Loss



Training Perceptron - First Attempt

classification error counts
since both  yi , u ϵ {0,1}

total loss

Consider perceptron:

perceptron’s prediction
on example xi

homogeneous representation of x

vector representation of w

single example loss

prediction on example xi

Classification error loss:
Iverson 
brackets



extreme case of (so-called) vanishing gradients

Zero Gradients Problem

“error count” loss function cannot be optimized via gradient descent

W

L(W)

W*

(optimal weights)

NOTE: in this case gradient  is always either zero or does not exist

error count loss

Classification error loss function L(W) is piecewise constant:



Perceptron:

Work-around for Zero Gradients

1

0
t

u(t) - unit step function
(a.k.a. Heaviside function)

Ϭ(t) - sigmoid function

approximate decision function u using its softer version (relaxation) 

Ϭ(t) ≈ u(t)



Work-around for Zero Gradients

1

0
t

u(t) - unit step function
(a.k.a. Heaviside function)

Ϭ(t) - sigmoid function

Relaxed predictions are often interpreted as prediction “probabilities”

1-Ϭ(t)

Perceptron:
approximate decision function u using its softer version (relaxation) 

Ϭ(t) ≈ u(t)



Training Perceptron - Second Attempt

Perceptron approximation:

relaxed decision function (sigmoid)
never returns exactly 0 or 1

1

0

Ϭ(t)

now makes no sense at all
Classification error loss:

NOTE: 
To be able to use 

gradient descent we 
need to “soften” both 
the decision function 
and the loss function



Quadratic Loss

Perceptron approximation:

1

0

Consider quadratic loss:

Ϭ(t)NOTE:
Loss      
is now differentiable   
with respect to      
because               is
differentiable w.r.t. 



1

0

Quadratic Loss

Perceptron approximation:

Consider quadratic loss:

misclassified example

Ϭ(t)



1

0

Quadratic Loss

Perceptron approximation:

Consider quadratic loss:

another misclassified example

Ϭ(t)



1

0

Quadratic Loss

Perceptron approximation:

Consider quadratic loss:

correctly classified examples

Ϭ(t)

NOTE: 
loss function encourages  W  s.t.
correctly classified points are moved
further from the decision boundary, 
i.e.                     and                    .



Quadratic Loss

Perceptron approximation:

Consider quadratic loss:

Sum of Squared Differences 
(SSD)

Total loss

approximation for 
perceptron’s prediction

on example xi



(binary case)

Cross-Entropy Loss (related to logistic regression loss)

Perceptron approximation:

Distance between two distributions can be evaluated via cross-entropy
(equivalent to KL divergence for fixed target)

From the last (optional) part of topic 9B:

Consider two probability distributions  
over two classes (e.g. bass or salmon) :                      and

salmonbass



Perceptron approximation:

Consider two probability distributions  
over two classes (e.g. bass or salmon) :                      and

(binary) 
Cross-entropy loss:

salmonbass

(binary case)

Cross-Entropy Loss (related to logistic regression loss)

Distance between two distributions can be evaluated via cross-entropy
(equivalent to KL divergence for fixed target)



Perceptron approximation:

Consider two probability distributions  
over two classes (e.g. bass or salmon) :                      and

(binary) 
Cross-entropy loss:

Each data label  y provides “deterministic” distribution                 that is 
either (1,0) or (0,1). This implies an equivalent alternative expression:

salmonbass

(binary case)

Cross-Entropy Loss (related to logistic regression loss)



Perceptron approximation:

Consider two probability distributions  
over two classes (e.g. bass or salmon) :                      and

sum of Negative Log-Likelihoods  (NLL)

Total loss:

salmonbass

(binary case)

Cross-Entropy Loss (related to logistic regression loss)
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Towards Multi-label Classification

Remember:        basic perceptron

W

binary classification

u(wTx)
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Ϭ(wTx)
Towards Multi-label Classification

binary classification

Remember: “relaxed” perceptron
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Towards Multi-label Classification

x2

x4

…

xm

x1

x3

multi-label classification

use K linear transforms Wk and sigmoids 
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+
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W1

W2

W3

“probability”
of class 1

“probability”
of class 2 

“probability”
of class 3

Ϭ(wTx)

Such “probability scores” Ϭ1, Ϭ2, …, ϬK over K classes do not add up to 1

This is used formutually non-exclusive categories



Common Approach: Soft-Max

x2

x4

…

xm

x1

x3

multi-label classification

use K linear transforms Wk and soft-max

+

+

+

W1

W2

W3

probability
distribution

salmonbass sturgeon

Notation: K rows of matrix W are vectors Wk so that vector WX has elements 

Ϭ

This is used for
mutually exclusive 

categories
(only one can be true)

some form of
normalization
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softmax

Soft-Max Function
Example:

Soft-max normalizes logits vector  a converting it to distribution over classes

softmax…
…



softmax

Soft-Max Function

… softmax …

NN Example:

salmonbass sturgeon

…
…

Soft-max normalizes logits vector  a converting it to distribution over classes



Soft-Max Function

… softmax …

NN Example:

salmonbass sturgeon

NOTE: 
soft-max generalizes sigmoid 

to multi-class predictions. Indeed, 
consider binary perceptron with scalar 
linear discriminator W TX  (e.g. for class 1)

sigmoid

class 1 output of soft-max for
a combination of two linear predictors:
½W TX for class 1 and - ½W TX for class ¬1 (class 0) 

Soft-max normalizes logits vector  a converting it to distribution over classes



Consider two probability distributions  
over K classes (e.g. bass, salmon, sturgeon) :            and

K-label perceptron’s output:                       for example

sum of Negative Log-Likelihoods  (NLL)

salmonbass sturgeon

Multi-valued label              gives one-hot distribution   

k-th
index

Total loss:
cross entropy

(general multi-class case)

Cross-Entropy Loss



Define K linear transforms, from features X  to K “logits”  
for  k = 1, 2, … K

R1
R2

R3

soft-max vs arg-max
Multi-label (linear) Classification

• arg-max assigns X  to class  k corresponding to the largest logit

• Let Rk be decision region for class k
all points X assigned to class k by arg-max

soft-max                      softens 
hard arg-max predictions 
similarly to how sigmoid 
softens unit-step function



Summary

qShallow neural network
qUniversal function approximation theorem
qDeep neural network

qMulti layer perceptron
qAn example: Implicit neural filed for shape representation

qLoss
qSigmoid, Softmax
qCross entropy loss, quadratic loss

Next

qHow to train neural networks?


