
EECS 230 Deep Learning
Lecture 1: Introduction



Machine learning

qWhat is machine learning?
qThe capability of a machine to learn from data to imitate intelligent 

human behavior.

qMany Applications

Recommendation system

Autonomous driving

Speech recognition



Machine learning ≠ Artificial Intelligence

qMachine learning is a specific approach within the broader 
field of artificial intelligence.

qMachine learning specifically involves the use of algorithms 
and statistical models for learning from data.

qAI encompasses a wider range of techniques, including
qrule-based systems
qexpert systems
qmachine learning
qand more



Machine learning ≠ Artificial Intelligence

qIBM DeepBlue (1997)
qChess game
qsophisticated algorithm, 

expert-system, and brute-
force computation

qNot machine learning

qDeepmind AlphaGo (2016)
qGo game (more complex)
qUse deep neural networks
qTrained on datasets of 

expert go game



Major Types of machine learning

qSupervised learning: Given pairs of input-output, learn to 
map the input to output
qImage classification
qSpeech recognition
qRegression (continuous output)

qUnsupervised learning: Given unlabeled data, uncover the 
underlying structure or distribution of the data
qClustering
qDimensionality reduction

qReinforcement learning: training an agent to make decisions 
within an environment to maximize a cumulative reward
qGame playing (e.g., AlphaGo)
qRobot control



Other Types of machine learning

qSemi-supervised learning: Learning from a combination of 
labeled data and unlabeled data

qTransfer learning: applying knowledge learned from one 
task to another related task



Examples of representations



How to represent raw sensory data?

qCannot hand-craft representation
qRepresentation learning



A deep learning model

qDeep neural networks learn hierarchical representation



Deep Learning



Different AI systems



Deep Learning is not new

qDeep learning dates back to 1940s!
qMcCulloch, W. S. and Pitts, W., A logical calculus of ideas immanent 

in nervous activity. Bulletin of Mathematical Biophysics, 1943

qRebranded multiple times, three waves of development
qKnown as “cybernetics” in the 1940s-1960s
q“Connectionism” in the 1980s-1990s
qAlso known as “Artificial Neural Network” (ANN)
qOut of fashion since the mid 1990s until 2006. In the meantime, 

kernel methods and graphical model has advanced much more
qBreakthrough in 2006: greedy layer-wise pretraining



Deep Learning Era since 2012



Landmarks in deep learning

q1958 Perceptron (Simple `neural’ model)

q1986 Backpropagation (Practical Deep Neural networks)

q1989 Convolutional networks (Supervised learning)
q2012 AlexNet Image classification (Supervised learning)

q2014 Generative adversarial networks (Unsupervised learning)
q2014 Deep Q-Learning -- Atari games (Reinforcement learning)

q2016 AlphaGo (Reinforcement learning)

q2017 Machine translation (Supervised learning)
q2019 Language models ((Un)supervised learning)

q2022 Dall-E2 Image synthesis from text prompts ((Un)supervised learning)
q2022 ChatGPT ((Un)supervised learning)

q2023 GPT4 Multimodal model ((Un)supervised learning)

Slide credit: Simon Prince 



Biological Motivation for Neural Network

qSEM of brain tissue

A colored scanning electron micrograph
(SEM) of a neuron (nerve cell).

Slide credit: Sargur Srihari 



Biological Motivation for Neural Network

qHuman Brain
qDensely interconnected network of 1011 (100 billion) neurons
qEach connected to 104 (10,000) others
qFastest neuron switching time is 10-3 seconds

qActivity excited or inhibited through connections to other 
neurons

qSlow compared to computer switching speed: 10-10 secs

Slide credit: Sargur Srihari 



Human Information Processing Speed

qHumans can make certain decisions (visually recognize your 
mother) in 10-1 secs

qImplies that in 10-1 sec interval cannot possibly have more 
than a few hundred steps, given switch speed

qTherefore, information processing abilities of biological 
systems follow from highly parallel processing operations 
distributed over many neurons

Slide credit: Sargur Srihari 



Applications of Deep Learning



Computer Vision

qObject detection and segmentation

Detectron2

https://github.com/facebookresearch/detectron2


Computer Vision

qFace Detection

face detection around 00’s and now 



Computer Vision

qFace recognition

Who is she? 



Computer Vision

qFace recognition

“How the Afghan Girl was Identified by Her Iris Patterns” Read the story

http://www.cl.cam.ac.uk/~jgd1000/afghan.html


Computer Vision

qVisual Search

Amazon Shop the Look: A Visual Search System for Fashion and Home

https://www.amazon.science/publications/amazon-shop-the-look-a-visual-search-system-for-fashion-and-home


Computer Graphics

qAvatar

Meta Reality Labs Research - Codec Avatar



Image Synthesis

qGenerative Adversarial Network (GAN)



Image Synthesis from Text

qDALLE-2
qIMAGEN

“A photo of an astronaut riding a horse.”

“A modern, sleek Cadillac drives along 
the Gardiner expressway with 
downtown Toronto in the 
background, with a lens flare, 50mm 
photography.”

“A man walking through the 
bustling streets of Kowloon at 
night, lit by many bright neon 
shop signs, 50mm lens.”



ChatGPT- https://chat.openai.com/



ChatGPT- https://chat.openai.com/



ChatGPT- https://chat.openai.com/



Topics

qBrief review of machine learning (10%, 1 lec.) 
qBasics of neural networks (20%, 3 lec.)

qMulti-layer perceptron
qFeed-forward network and Recurrent neural network
qOptimization and regularization

qModern neural network architectures (40%, 5 lec)
qConvolutional neural network
qNeural network for graph and set
qTransformer

qAdvanced topics and applications (30%, 4 lec)
qDeep structured model
qDeep generative model (VAE, GAN, diffusion model)
qMultimodal deep learning

qGuest lecture (1 lec.)



Prerequisites

qLinear algebra
qProbability and Statistics
qBasics of machine learning (To be reviewed)
qData structure and algorithms
qPython programming

qWill use Pytorch or Tensorflow framework



Grading

qExams (20%)
qMidterm:20%

qProject (50%)
qMidterm report 10%
qFinal presentation 10%
qFinal report 30%

qAssignment (30%)
q3 assignments
q5%, 10%, 15%



Project

qAt most two students for each project
qIf two, expect more complex/larger scale project, include a 

statement of each student’s contribution.

qMidterm report (Up to2 pages excluding reference)
qProject proposal
qPreliminary results

qFinal project presentation (10 minutes + 2 minutes Q/A)
qFinal project report (Up to 8 pages excluding reference)
qCan choose your own research project
qAlternatively, a list of projects provided



GPU

qUse Python notebook via Google Colab for assignment

qFor project
qYour own GPU
qGoogle cloud credit (spot VM)



Course Materials

qCourse webpage
q https://ucmercedeecs230.github.io/
q Syllabus
q Lecture notes
q Assignments

qTextbook
q Understanding Deep Learning by Simon J.D. Prince Published by MIT Press 

2023. 
https://udlbook.github.io/udlbook/

qReference for background study:
q Deep Learning by Ian Goodfellow and Yoshua Bengio and Aaron Courville

https://www.deeplearningbook.org/
q UvA Deep Learning Tutorials https://uvadlc-notebooks.readthedocs.io/en/latest/

https://ucmercedeecs230.github.io/
https://udlbook.github.io/udlbook/
https://www.deeplearningbook.org/
https://uvadlc-notebooks.readthedocs.io/en/latest/

