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Flow Matching Basics

Dr. TAO HU



Flow Matching: Tractable Loss
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Beyond Diffusion Models

• A more general framework that simplifies diffusion models. This 
generalized framework can provide more freedom for the model 
design.

• A special case in this framework can be used to facilitate sampling.

• Extension to Schrodinger Bridge between two distributions.
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Open questions: 

• Ordinary Differential Equation or Stochastic Differential Equation?
• Stochastic Interpolants: A Unifying Framework for Flows and Diffusions. 

Albergo et al.
• Elucidating the Design Space of Diffusion-Based Generative Models, Karras et 

al, NeurIPS22.
• Minimizing Trajectory Curvature of ODE-based Generative Models. Lee et al, 

ICML23

• Latent space or pixel space?
• NeurIPS23 Tutorial:

•  Latent Diffusion Models: Is the Generative AI Revolution Happening in Latent Space?

Dr. TAO HU



ZigMa: A DiT-style Zigzag Mamba Diffusion Model

Vincent Tao Hu, Stefan Andreas Baumann, Ming Gui, Olga Grebenkova, 
Pingchuan Ma, Johannes Fischer, and Björn Ommer
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Background

•  Quadratic Complexity in Attention, it hinders the application on many 
downstream tasks that requires long token number, e.g., high-
resolution image generation, long video generation, etc.

• Diffusion Models is not so generalizable, and flexible. Painful noise 
schedule and need to be a gaussian distribution.
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Mamba: Linear Complexity
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Stochastic Interpolant
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Why State-Space Model?

Ø for image 256x256, latent space 4x32x32.

ØWhat if we need to generate 10k x 10k image?

ØWhat if we need to generate a 1k frames of videos?



Background: Mamba- a new State-Space Model
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https://newsletter.maartengrootendorst.com/p/a-visual-guide-to-mamba-and-state
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Challenges for State-Space Model

• State-space Model is similar to a Linear-RNN, so it’s sensitive to the 
order of the token

• Neighbourhood tokens need to be semantically similar. 

• Challenging to fuse various modalities e.g., image and text. 
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Method What if we need 
prompt conditioning?
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Generalizing to 3D video
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Main results



Results

Learnable PE is best
Hilbert path is too 
complex to learn

Scan patch will saturate around 4. 
But we recommend to use 8, as 
there is no extra parameter and 
memory burden.
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Conclusion

• A new scalable backbone: Mamba

• A generalizable framework: Stochastic Interpolant

• Generalized to 3D video





Thank you
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